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Abstract—Machine-to-machine (M2M) communication’s se-
vere power limitations challenge the interconnectivity, access
management, and reliable communication of data. In densely
deployed M2M networks, coordinating and aggregating the
generated data is critical. We propose an energy efficient data ag-
gregation scheme for a hierarchical M2M network with truncated
power control. We optimize the number of hierarchical stages
and perform a coverage probability-based uplink analysis for
M2M devices. Our analysis exposes the key tradeoffs between the
coverage characteristics for successive and parallel transmission
schemes that can be either half-duplex or full-duplex. Comparing
the rate performances of the transmission models, we observe that
successive and half-duplex parallel modes have better coverage
characteristics compared to full-duplex parallel scheme.

Index Terms—Machine-to-machine communication, aggrega-
tor, rate, coverage, uplink, truncated power control, network
hierarchy, stochastic geometry.

I. INTRODUCTION

Applications involving machine-to-machine (M2M) com-
munication are rapidly growing, and will become an increas-
ingly important source of traffic and revenue in current 4G
and future 5G cellular networks. Unlike video applications,
which are expected to consume around 70% of all wireless
data by the end of the decade [1], M2M devices will use a
comparatively smaller fraction. However, M2M communica-
tion has its own challenges. The air interface design for high-
data-rate applications may not effectively support vast number
of devices expected in M2M communications, each usually
having only a small amount of data to transmit. Thus, M2M
will require sophisticated access management and resource
allocation with QoS constraints to prevent debilitating random
access channel (RACH) congestion [2].

Unlike most human generated or consumed traffic, M2M
as defined in this paper is characterized by a very large
number of small transactions, often from battery powered
devices. The power and energy optimal uplink design for
various access strategies is studied in [3], while an optimal
uncoordinated strategy to maximize the average throughput for
a time-slotted RACH is developed in [4]. For the small payload
sizes relevant for M2M, a strategy that transmits both identity
and data over the RACH is shown to support significantly
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more devices compared to the conventional approach, where
transmissions are scheduled after an initial random-access
stage. An energy-efficient uplink design for LTE networks in
M2M and human-to-human coexistence scenarios that satisfies
QoS requirements is developed [5].

In M2M communication, critical design issues also include
energy efficient data aggregation along with efficient hierarchi-
cal organization of the devices. Clustering is a key technique
to reduce energy consumption and it increases the scalability
and lifetime of the network [6]. Although these issues have
not been studied in the context of M2M communication, there
is prior work on distributed networks in the context of wired
communications. In [7], energy consumption is optimized by
studying a distributed protocol for stationary ad hoc networks.
In [8], a distribution problem which consists of subscribers,
distribution and concentration points for a wired network
model is studied to minimize the cost by optimizing the density
of distribution points. In [9], a hierarchical network including
multiple sinks, aggregation nodes and sensors is proposed,
which yields significant energy savings.

We propose an energy-efficient design for M2M uplink
where devices have a maximum power constraint. Since the
M2M devices are power limited and thus range limited,
multi-hop routing is a feasible strategy rather than direct
transmissions. However, in designing multi-hop protocols, the
number of hops cannot be increased arbitrarily due to the
additional energy consumption incurred by relays; long-hop
routing is a competitive strategy for many networks [10].
Therefore, in this paper, we analyze a hierarchical M2M
communication model with data aggregation involving multi-
hop transmissions. Despite previous research efforts, e.g., [5],
[11], to the best of our knowledge, there has been no study
focusing on data aggregation schemes for M2M networks
together with the rate coverage characteristics, especially from
an energy optimal design perspective. Providing such a study
is the main contribution of this paper.

We propose a general aggregator model for power limited
M2M devices in Sect. II. Using stochastic geometry, we
analyze the SIR and rate coverage characteristics of the multi-
stage transmission process with truncated power control to
determine the optimal number of stages (hops), which will
be detailed in Sect. III. We consider two possible transmission
techniques: i) successive scheme, where the hierarchical levels
are not active simultaneously, and ii) parallel scheme, where
either all the levels are active simultaneously as in full-duplex
transmission or where the active levels are interleaved as in



half-duplex mode, which will be detailed in Sect. IV. In Sect.
V, we provide a numerical performance comparison in terms
of the communication rates of the proposed techniques.

II. DATA AGGREGATION AND TRANSMISSION MODEL

We consider a cellular-based uplink model for M2M com-
munication where the BS and device locations are distributed
as independent Poisson Point Processes (PPPs) with respective
densities of �BS and � with � � �BS. Devices transmit data
to the BS by aggregation. The initial device process  is
independently thinned by probability � < 0.5 to generate the
aggregator process  

a

with density �

a

and the transmitter
process  

u

with density �

u

, where � = �

u

+ �

a

. Each
transmitter is associated to the closest aggregator, i.e., the
transmitters in the Voronoi cell of the typical aggregator will
transmit their payloads to that aggregator.

The aggregation process can be extended to multiple stages.
Each hierarchical level is composed of the transmitter and
the aggregator processes, where the aggregator processes of
all stages are initially determined such that they are disjoint
from each other. At each stage, after the set of transmitters
transmit their payloads to their nearest aggregators, and once
the transmissions of a hierarchical level are completed, the
transmitters are turned off and excluded from the process.
In the subsequent hierarchical level, the aggregators of the
previous stage become the transmitters, and they transmit their
data to the aggregator process of the new stage. The aggrega-
tion process is repeated over multiple stages to generate the
hierarchical transmission model. The process ends when all
the payload is transmitted to the BS in the last stage of this
multi-hop process, which we call a transmission cycle.

The transmitter device density of the first stage is found
by subtracting the total density of aggregators from the initial
density of the device process as �

u

(1) = ��
P

K�1
k=1 �

a

(k). By
the end of the first stage, the devices with a density of �

u

(1)
will transmit their payload to the aggregator process with a
density of �

a

(1). Next, at the second stage, the aggregators
of the first stage form the new transmitting device process,
i.e., �

u

(2) = �

a

(1), and these devices transmit to the devices
forming the set of second stage aggregator process with
density �

a

(2). The aggregation process can be extended to
k > 2 stages in a similar manner by letting �

u

(k) = �

a

(k�1)
for k � 2. The important design parameters are tabulated
in Table I, where �̄

K

=
P

K�1
k=1 �

k. In Fig. 1, we illustrate
a three-stage model, where the aggregator process of stage
k, i.e.,  

a

(k), is obtained by independently thinning  with
probability 0.4k, i.e.,  

a

(k) has a density of 0.4k�.
Each BS has an average coverage area of �

�1
BS, and each

device has a fixed payload of M bits to be transmitted to the
BS. We assume standard power law path loss model where
the signal power decays as d

�↵ over distance d, where ↵

is the path loss exponent. We also assume open loop power
control with maximum transmit power constraint under which
the transmit power of a device located at distance d from
the BS is P

T

(d) = min{P
Tmax

, P

T

d

↵}, where P

Tmax
is the

maximum transmit power constraint and P

T

is the received
power when d 

�
P

Tmax
/P

T

�1/↵. With this assumption, the

k = 1 2  k  K � 1 k = K

�u(k) �(1 � �̄K) ��

k�1
��

K�1

�a(k) �� ��

k
�BS

E [Na(k)] (1 � �̄K)/� �

�1
��

K�1
/�BS

t̄tx(k) 1 (1 � �̄K)/�k�1 (1 � �̄K)/�K�1

TABLE I: Design parameters.

average received power at the BS from a device in its coverage
area and located at distance d from the BS is constant and
equal to P

R

(d) = min{P
Tmax

d

�↵

, P

T

}.

III. SIR COVERAGE PROBABILITY

We propose a coverage-based model for data aggregation,
assuming that the transmission is successful if the SIR of the
device is above a threshold. We derive the coverage probability
in the uplink for the proposed data aggregation model.

Orthogonal access is assumed in the uplink and at any given
resource block, there is at most one device transmitting in each
cell. Let  

u

be the process denoting the location of devices
transmitting on the same resource as the typical device. The
uplink SIR of the typical device x 2  

u

located at distance
kxk from its aggregator on a given resource block is

SIR =
gmin{P

Tmax kxk
�↵

, P

T

}
P

z2 u\{x}
g

z

min{P
Tmax , PT

R

↵

z

}D�↵

z

, (1)

where R

z

and D

z

denote the distance between the transmitter
aggregator pair and the distance between the interferer and the
typical aggregator, respectively. The random variable g

z

⇠ g

is the small-scale iid fading parameter due to interferer z.

Assumption 1. The actual distribution of R

z

is very hard
to characterize due to the randomness both in the area of
the Voronoi cell of the aggregator and in the number of the
devices it serves. Therefore, we approximate it by the distance
of a randomly chosen point in R2 to its closest aggregator,
i.e., by a Rayleigh distribution [12]:
f

Rz (rz) = (r
z

/�

2)e�r

2
z/2�

2

, r

z

� 0, � =
p
1/(2⇡�

a

). (2)

The uplink SIR coverage of the proposed system model with
truncated power control is given by the following Lemma.

Lemma 1. The uplink SIR coverage with truncated power
control: With truncated power control and with minimum
average path loss association1, the uplink SIR coverage is

P(T ) = pL
Ir (TP

�1

T

) +

Z 1

rc

L
Ir (Tr

↵

P

�1
Tmax

)f
R

(r) dr, (3)

where p = 1� exp
�
�⇡�

a

r

2
c

�
, R is Rayleigh distributed with

parameter � =
p
1/(2⇡�

a

), and

L
Ir (s) ⇡ e

� 2s
↵�2 (1�e

�⇡�ar2c (1+⇡�ar
2
c))PTC↵(sPT )

e

� 2s
↵�2 (1�p)⇡�aPTmaxERz [R

2�↵
z C↵(sPTmaxR

�↵
z )|Rz>rc] (4)

denotes the Laplace transform of the interference where
C

↵

(T ) = 2F1

�
1, 1 � 2

↵

, 2 � 2
↵

,�T

�
, and 2F1 is the Gauss-

Hypergeometric function.
1In “minimum average path loss association”, a device associates to an

aggregator with minimum path loss averaged over the small-scale fading, i.e.,
the aggregator has minimum R↵

z product among all aggregators.
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Fig. 1: A three-stage aggregation scheme with PPP(� = 1) device process. The aggregator processes (stage 1: ⇤, stage 2: ⌃, stage 3: ⇤) are obtained by thinning
the original PPP, and have densities �a(k) = 0.4k for stages k=1:3. Density for the initial transmitter process (stage 1: �) is �u(1) = � �

P3
k=1 �a(k),

and for the transmitter processes for later stages are �u(k) = �a(k � 1) for k > 2, respectively. Last stage aggregators correspond to the BSs.

Proof. See Appendix A.

Corollary 1. For no maximum power constraint, with open
loop power control and with minimum average path loss
association, the uplink SIR coverage is [13]

lim
PTmax!1

P(T ) ⇡ exp
⇣
� 2T

↵� 2
C

↵

(T )
⌘
. (5)

A. Coverage Probability and Number of Stages
The number of multi-hop stages K is mainly determined by

the SIR coverage and the distance coverage, which we define
as the probability that the distance between a device and its
nearest aggregator is below a threshold. We provide bounds
on K using these coverage concepts.

Assumption 2. Interstage independence. The proposed hi-
erarchical aggregation model introduces dependence among
the stages of multi-hop communication since each subsequent
stage is generated by the thinning of the previous stage. For
analytical tractability, we assume that the multi-hop stages
are independent of each other. Hence, the transmission is
successful if and only if all the individual stages are successful.
The success probability over K stages is

Pcov(K) = P(SIR1 > T, . . . , SIR
K

> T ) =
Y

K

k=1
P
k

(T ),

where P
k

(T ) denotes the coverage probability at stage k.
With full channel inversion and minimum average path loss
association, the uplink SIR coverage is independent of the in-
frastructure density as given in (5). For the case P

Tmax
! 1,

since P
k

(T ) in (5) is also independent of the device density,
and only depends on the threshold T and path loss exponent
↵, is identical for all stages, and denoted by P(T ).

Lemma 2. For any maximum power constraint P
Tmax , given a

minimum probability of coverage requirement Pcov(K)>1�"

and an SIR threshold T , the number of stages is upper bounded
by

KU =

⇠
log (1/(1� "))

� log(max
k

P
k

(T ))

⇡
. (6)

Proof. The upper bound is obtained by combining (3) with the
condition Pcov(K) > 1� " and using the relation Pcov(K) =Q

K

k=1 Pk

(T )  max
k

P
k

(T )K .

In addition to the SIR outage, since the devices are randomly
deployed, any device will be in outage when its nearest
aggregator is outside its transmission range. Thus, we aim

to investigate the minimum number of required stages given
a distance outage constraint. A lower bound on the optimal
number of multi-hop stages is given by the following Lemma.

Lemma 3. The number of stages is lower bounded by

KL =
l
E[L(�

a

)]E
h 1

Na

i⇣
P

Rmin

P

Tmax

⌘ 1
↵ m

, (7)

where L(�
a

) denotes the total length of the connections, Na

is the random variable that denotes the number of devices
in the Voronoi cell of a typical BS or aggregator, P

Tmax

is the maximum transmit power and P

Rmin
is the minimum

detectable signal power at the receiver.

Proof. The proof follows from the mean additive characteristic
associated with the typical cell of the access network model
provided in [14, Ch. 4.5]. The mean total length of connections
in the Voronoi cell of an aggregator equals

E[L(�
a

)] = �

u

Z

R2

kxk e��a⇡kxk2

dx = �

u

�

�3/2
a

/2. (8)

Given a maximum transmitter power constraint, P

Tmax
for

each device, the maximum transmission range is given by
(P

Tmax
/P

Rmin
)
1/↵. Dividing L(�

a

) by Na and taking its
expectation with respect to the distribution of Na, we obtain
the mean length of connections2, and dividing this ratio by the
maximum transmission range, we get the desired result.

IV. TRANSMISSION RATE MODELS

For an interference limited network, the rate of the typical
device is Rate = W

Na
log (1 + SIR), where W is the total

bandwidth of the communication channel, and Na is the load at
the typical aggregator. The average number of devices served
by the typical aggregator is E[Na] = �

u

/�

a

. Rate coverage is
defined as rate exceeding a given threshold, i.e.,

P(Rate > ⇢) =
X1

l=0
P (SIR > T |Na = l)PNa(l), (9)

where T = 2
⇢Na
W � 1 and PNa

(l) is the probability mass
function (PMF) of Na, and is given by the following Lemma.

Lemma 4. The PMF of the number of devices served per
aggregator of stage k, i.e., Na(k), is

PNa(k)(l) =
3.53.5(�

u

(k)/�
a

(k))l

(3.5 + (�
u

(k)/�
a

(k)))3.5+l

�(3.5 + l)

�(3.5)�(l + 1)
, (10)

2For tractability, we take expectation over a PPP first to find E[L(�a)],
and then multiply it by E

h
1
Na

i
assuming independence.



where �

u

(k) and �

a

(k) for k � 1 are given in Table I.

Proof. Normalized distribution function of Voronoi cell areas
in 2D can be modeled by [15] as f(y) = 3.53.5

�(3.5)y
5
2
e

� 7
2y . Using

the densities of the transmitters and the aggregators of stage
k, the probability generating function (PGF) of the stage k

devices in the random area y is [16]
GNa(k)(z) = E[exp ((�

u

(k)/�
a

(k))y(z � 1))], (11)
which is of a Poisson random variable Na(k) with mean
(�

u

(k)/�
a

(k))y. The PMF of Na(k) can be recovered by tak-
ing derivatives of GNa(k)(z) as PNa(k)(l) = G

(l)
Na(k)

(0)/l!.

The key assumption in our analysis is that there is one active
device per resource block in each Voronoi cell. Using (10) the
probability of not finding any device in the Voronoi cell of the
typical aggregator at stage k is
PNa(k)(0) = GNa(k)(0) = 3.53.5(3.5 + E[Na(k)])

�3.5
. (14)

Let pth(k) be the probability that there is at least one
device in the Voronoi cell of the typical aggregator in the k

th

stage. Therefore, the interference field of stage k is thinned by
pth(k), and the effective density of the interfering devices at
stage k is pth(k)�u

(k). Using (14), pth(k) = 1�3.53.5(3.5+
E[Na(k)])

�3.5. From Table I, we can see that pth(k) is the
same for 1 < k < K, and different for k 2 {1,K}.

We consider two main transmission protocols, namely i) a
successive transmission protocol where the stages are activated
sequentially, i.e., a half-duplex sequential mode, and ii) a
parallel transmission mode, which is either a full-duplex
protocol where all stages are simultaneously active, or a half-
duplex protocol with alternating active stages.

A. Rate Distribution for Successive Stages
In this mode, each transmission cycle consists of the stages

operating in succession. This mode may provide lower re-
source utilization, but it has low interference since multiple
stages are not active simultaneously. Let K = {1, . . . ,K}
denote the set of stages and R = {Rate1, . . . ,RateK} be the
set of transmission rates at each stage. The transmission rate
in successive mode is given by RS = K

�1 min
k2K Rate

k

.

Remark 1. Dependence of hierarchical levels. The hierar-
chical levels are not independent from each other and hence,
it is not tractable to analyze the joint rate distribution for
successive stages. Instead, we define the rate outage as in (15)
where transmission rates are assumed independent. Without
tracking the path of the bits (payload) transmitted, we only
consider if the hierarchical transmission process is successful.
Transmission from a device is successful if its payload is
delivered to the BS at the end of K stages.

With the independence assumption in Remark 1, the rate
coverage for successive stages is

P(RS > ⇢) ⇡
Y

k2K

1X

l=0

P
k

(2
K⇢l
W � 1)PNa(k)(l). (15)

If we let P
Tmax

! 1, P
k

(2
K⇢l
W � 1) is simplified to

lim
PTmax!1

P
k

(2
K⇢l
W � 1) ⇡ exp

⇣
� 2

K⇢l
W � 1
↵

2 � 1
C

↵

(2
K⇢l
W � 1)

⌘
.

B. Rate Distribution for Full-Duplex Parallel Stages
In full-duplex mode, transmissions are not interrupted dur-

ing a transmission cycle unlike the sequential mode. All stages
operate in parallel, the 1st stage devices only transmit, and the
rest of the devices both transmit and aggregate simultaneously,
during all stages of the multi-hop transmission.

Due to the simultaneous transmissions at all levels of the
hierarchical model, the interference at each stage is due to i)
the interferers of that stage, i.e., the intra-stage interference,
and ii) the remaining transmitting devices of the other stages,
i.e., the inter-stage interference. The hierarchical levels are
determined in the same manner similar to the successive mode,
and also dependent in this mode, and hence, the inter-stage
interference is correlated. Although full-duplex parallel mode
offers high resource utilization compared to successive mode,
it has higher interference since all the stages are active. The
intra-stage interference in the parallel mode can be obtained in
the similar manner as in the successive mode. Lemma 5 (See
next page.) provides the analytical expressions for the Laplace
transforms of intra-stage and inter-stage interference.

Corollary 2. The Laplace transform of the total inter-stage
interference for P

Tmax ! 1 is

L
Ikc (s) ⇡ exp

⇣
�B

↵

(sP
T

)� 2sP
T

↵� 2
C

↵

(sP
T

)
⌘(K�1)

. (16)

Lemma 6. The uplink SIR coverage probability for the full-
duplex parallel mode is given by

P(SIRP > T ) ⇡
Y

k2K

⇣
p

k

L
Ik(TP

�1

T

)L
Ikc (TP

�1

T

)

+

Z 1

rc

L
Ik(Tr

↵

P

�1
Tmax

)L
Ikc (Tr

↵

P

�1
Tmax

)f
Rk(r) dr

⌘
, (17)

where f

Rk(r) = (r/�2
k

)e�r

2
/2�2

k for �

k

=
p

1/(2⇡�
a

(k)).

Proof. The proof is similar to that of Theorem I in [13].
However, instead of one serving stage, the serving stages
change sequentially. Result follows from the evaluation of
(12) using (3). Since the total inter-stage interference in (13)
is independent from the intra-stage interference, its Laplace
transform is incorporated as a multiplicative term.

Lemma 7. Letting T

l

= 2
⇢l
W �1, the rate coverage probability

for the full-duplex parallel transmission mode is given by

P(RP > ⇢) =
Y

k2K

1X

l=0

P(SIR
k

> T

l

|Na(k) = l)PNa(k)(l). (18)

Remark 2. The models described above, i.e., the sequential
mode which is half-duplex by design, and the full-duplex
parallel mode, are the two principle design schemes that
mainly differ in terms of their total rate coverages. Although
the full-duplex strategy is probably not feasible for M2M
communication, it is helpful to have a comparison of the rate
distributions of both models, and provided for completeness.

Next, we introduce the half-duplex parallel transmission.

C. Rate Distribution for Half-Duplex Parallel Stages
The full-duplex parallel mode can be transformed into

a half-duplex communication scheme. In this mode, at a



Lemma 5. The Laplace transforms of the intra-stage interference and the inter-stage interference are given as follows:
(a) The Laplace transform of the intra-stage interference at stage k is

L
Ik(s) ⇡ exp

⇣
� 2s

↵� 2

⇣
(1� e

�⇡�

eff
a (k)r2c (1 + ⇡�

e↵
a

(k)r2
c

))P
T

C

↵

(sP
T

)

+ (1� p

k

)⇡�e↵
a

(k)P
Tmax

E
Rzk

h
R

2�↵

zk
C

↵

⇣
sP

Tmax

R

↵

zk

⌘���R
zk > r

c

i⌘⌘
, (12)

where p

k

= 1� exp(�⇡�

a

(k)r2
c

) and �

e↵
a

(k) = pth(k)�a

(k).
(b) The Laplace transform of the total inter-stage interference from stages { l| l 2 K, l 6= k} is

L
Ikc (s) ⇡

Y
l2k

c
exp

⇣
� (1� e

�⇡�

eff
a (l)r2c (1 + ⇡�

e↵
a

(l)r2
c

))(B
↵

(sP
T

) +
2sP

T

↵� 2
C

↵

(sP
T

))

� (1� p

l

)⇡�e↵
a

(l)E
Rzl

h
R

2
zl

⇣
B

↵

⇣
sP

Tmax

R

↵

zl

⌘
+

2sP
Tmax

(↵� 2)R↵

zl

C

↵

⇣
sP

Tmax

R

↵

zl

⌘⌘����Rzl > r

c

i⌘
, (13)

where B

↵

(s) = 2F1

�
1, 2

↵

, 1 + 2
↵

,� 1
s

�
is obtained using the Gauss-Hypergeometric function.

Proof. Proof is skipped due to space constraints. It is provided in the extended version of this paper [17].

particular time slot, only the even or odd stages are active.
Analysis of this model is quite similar to the parallel mode
analysis, using only the active stages when calculating the
inter-stage interference. The SIR coverage of the half-duplex
mode can be characterized by the following lemma.

Lemma 8. The uplink SIR coverage probability for the half-
duplex parallel mode is given by

P(SIRP > T ) ⇡
Y

k2KH

⇣
p

k

L
Ik(TP

�1

T

)L
Ikc (TP

�1

T

)

+

Z 1

rc

L
Ik(Tr

↵

P

�1
Tmax

)L
Ikc (Tr

↵

P

�1
Tmax

)f
Rk(r) dr

⌘
. (19)

where calculations of �e↵
a

(k) and the distributions of {R
zk} in

(12)-(13) are done over the set of active stages and KH denotes
the set of active stages, i.e., the even or the odd stages.

For the half-duplex mode, the rate coverage expression in
(18) changes in accordance with (19), which can be found by
following the steps in Lemma 7. Since only half of the stages
are active simultaneously, the overall rate is half the rate of
the active stages. Thus, to achieve a rate threshold of ⇢, the
rate threshold for the active stages should be set to 2⇢.

V. NUMERICAL RESULTS

The simulation setup for the verification of analytical rate
models developed in Sect. IV is as follows. Device locations
are distributed as PPP over a square region of size 5 ⇥ 5 sq.
km. Total bandwidth is W = 105Hz, ↵ = 4, device and BS
densities are � = 103 and �BS = 1 per sq. km., and the
device payload is M = 100 bits. Note that the density of
aggregators at stage k is ��

k, i.e., the number of aggregators
decay geometrically. Therefore, for high K values we need a
region with much larger area for the validation of the model,
but scaling the region increases the computational complexity
exponentially. Therefore, we restrict ourselves to K = 1 : 3,
and investigate the performance of the proposed model.

The rate coverages for the sequential and the full-duplex
modes are illustrated in Figs. 2 and 3. The results provide tight
approximation despite the interstage independence assumption
in Sect. III-A, and the independent power control assumption

in [12]. The full-duplex mode does not offer higher rate
coverage compared to sequential mode, which is due to inter-
stage interference as detailed in Sect. IV-B. Thus, in terms of
rate coverage, sequential mode is preferable over full-duplex
mode. Furthermore, the half-duplex parallel mode has higher
coverage than full-duplex mode for the same K. Due to limited
space, we do not provide an illustration for that scheme.

Considering the operating regime for M2M devices and
their design simplicity, sequential and half-duplex parallel
modes are feasible techniques and preferable as they have high
coverage. Different transmission modes also have different
energy demands. Investigation of the coverage and the energy
requirements for these schemes can reveal the tradeoffs further,
which is provided in the extended version of this paper [17].

Based on the numerical results, the take-away message is
that devices should not do aggregation, i.e., direct transmission
provides the highest rate. However, this is true if we assume
the fraction of aggregators, i.e., �, is kept fixed for any number
of stages. One of the reasons for multi-hop transmissions is
the distance constraint between the device and aggregator. If
the devices are restricted to transmit over shorter distances
to compensate the transmit power constraint, then � should
increase, which shifts their rate coverage curves towards right.
Although our aggregation model is SIR-based, including noise
is a natural way to limit the link distances and decrease the
coverage. Therefore, noise will not have a strong influence on
the analysis and our conclusions will not be effected much.

VI. CONCLUSIONS

We study a general multi-hop-based uplink communication
scheme for M2M communication, and develop SIR and rate
coverage models for M2M devices for different transmission
schemes, using tools from stochastic geometry. Considering
the operating regime of interest for M2M devices, sequential
and half-duplex parallel modes are more feasible compared
to full-duplex mode. Interesting extensions would include the
minimization of the energy expenditure through joint optimiza-
tion of the optimal number of multi-hop stages and fraction of
aggregators. Strategies for synchronization of transmissions is
also important to prevent multi-hop delays and save energy.
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Fig. 2: Rate coverage for sequential mode, K = {1, 2, 3}.
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Fig. 3: Rate coverage for full-duplex mode, K = {1, 2, 3}.

APPENDIX

A. Proof of Lemma 1

The Laplace transform of the interference can be written as
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where (a) follows from the iid nature of {g
z

} and the in-
dependence of {R

z

} (see Assumption 1). The process  
u

is not a PPP but a Poisson-Voronoi perturbed lattice and
hence the functional form of the interference (or the Laplace
functional of  

u

) is not tractable [13]. Authors in [13]
propose an approximation to characterize the corresponding
process as an inhomogeneous PPP with intensity measure
function ⇤

u

(dy) = 2⇡�
a

y(dy). Hence, (b) follows from the
definition of probability generating functional (PGFL) of the
PPP [18], and the independent path loss between the device
and its serving aggregator [13], i.e., R

↵

z

’s are independent,
(c) follows from the maximum power constraint, where p =
1 � exp

�
� ⇡�

a

r

2
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�
denotes the probability that R
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,
(d) follows from change of variables t = (y/R
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)2, (e) fol-
lows using the definition of Gauss-Hypergeometric function,
yielding
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Conditioned on the distance between the device and
its associated aggregator, P(SIR > T |r < r
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). Hence, the uplink SIR coverage is obtained
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