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Course Modules
I Module 1: Introduction and Background

I Machine learning basics
I Role of machine learning in communications
I Case Study on Determinantal Learning in Wireless Networks

demonstrating the role of ML for approximating algorithms
I Module 2: Estimation Theory Perspective of Machine Learning

I Statistical estimation
I Popular supervised learning algorithms will be interpreted as ML and

MAP estimators of appropriate underlying statistical models
I Module 3: Theory-Guided Machine Learning in Communications

I Introduction to Theory-Guided ML
I Introduction to unsupervised learning
I Case Study on k-means Clustering on a Grassmann Manifold for

MIMO Codebook Design
I Module 4: Unsupervised Learning

I Mixture Models and Expectation Maximization
I Case study on Gradient Compression for Federated Learning
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Conventional Design Flow for Communication Systems

I Step 1 is to acquire domain specific knowledge.
I Example includes the knowledge of the connection of random

movement of charged particles with thermal noise.
I Step 2 is to develop physics-based mathematical models.

I Example is an Additive Gaussian White Noise (AWGN) channel.
I Step 3 is to develop algorithms (ideally with optimality guarantees).

I This often requires applying optimization algorithms that also require
domain specific knowledge.

I Observation: The design of current systems is essentially driven by
the construction of a mathematical model that describes the physics
of the underlying setup (within the limitations of that model).
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An Alternate Design Flow using Machine Learning

I Step 1 is to acquire a lot of data.
I Made possible by unprecedented availability of data.

I Step 2 is to train a machine learning model.
I Made possible by unprecedented availability of computational

resources.
I One can then use the trained “black box machine” to carry out the

desired task.
I Key observations:

I Access to data and computational resources is the key.
I Domain specific knowledge is useful in Step 2.
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What is Machine Learning?

I Mitchell (1997) provided this definition: “A computer program is
said to learn from experience E with respect to some class of tasks
T and performance measure P , if its performance at tasks in T , as
measured by P , improves with experience E.” (Chapter 5 of DL)

I Example: Decoding a BPSK signal at the receiver.
I T : Decode a signal at the receiver.
I E: Observe the received signal for a known transmitted bit.
I P : Probability of bit error (or bit error rate).

H. S. Dhillon 6/23



Types of Machine Learning Algorithms

I Supervised learning
I Involves estimating an output (called label or response) based on one

or more inputs (called predictors, features, or attributes).
I The supervising outputs are included in the training data.

I Unsupervised learning
I Training data only include predictor or feature values. No supervising

output is provided.
I The task is to discover structures (often clusters) from this data.

I Reinforcement learning
I The setting of reinforcement learning is slightly different. It involves

“agents” that take actions to perform a specific task. For each
action, the agents will get a “reward”. The goal is to construct a
strategy that maximizes some notion of cumulative reward.

I Even though reinforcement learning is also useful in communications,
we will not be able to cover it in this course because of limited time.
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Essential Components of a Machine Learning Problem

We need three things in order to be able to define a meaningful machine
learning problem:

I There is an underlying pattern.
I It is not possible to describe that pattern mathematically.
I We have data to learn that pattern.
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Overview of the Supervised Learning Process

Unknown target function
f : X ! Y
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Training examples
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Learning algorithm
A
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Hypothesis set

Final hypothesis
f̂ 2 H
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H = {h}
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Learning model
Adapted from a lecture by Yaser Abu-Mostafa

I We “observe” unknown target function through training examples.
I Hypothesis set H contains all candidate functions that are

considered.
I The learning algorithm and hypothesis set together constitute our

learning model.
I Learning algorithm will choose the “best” candidate function, which

will be denoted by f̂ .
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Example

18 2. Statistical Learning

Years of Education

Sen
ior

ity

Incom
e

FIGURE 2.3. The plot displays income as a function of years of education
and seniority in the Income data set. The blue surface represents the true un-
derlying relationship between income and years of education and seniority,
which is known since the data are simulated. The red dots indicate the observed
values of these quantities for 30 individuals.

As an example, suppose that X1, . . . , Xp are characteristics of a patient’s
blood sample that can be easily measured in a lab, and Y is a variable
encoding the patient’s risk for a severe adverse reaction to a particular
drug. It is natural to seek to predict Y using X , since we can then avoid
giving the drug in question to patients who are at high risk of an adverse
reaction—that is, patients for whom the estimate of Y is high.
The accuracy of Ŷ as a prediction for Y depends on two quantities,

which we will call the reducible error and the irreducible error. In general,
reducible
error

irreducible
error

f̂ will not be a perfect estimate for f , and this inaccuracy will introduce
some error. This error is reducible because we can potentially improve the
accuracy of f̂ by using the most appropriate statistical learning technique to
estimate f . However, even if it were possible to form a perfect estimate for
f , so that our estimated response took the form Ŷ = f(X), our prediction
would still have some error in it! This is because Y is also a function of
ϵ, which, by definition, cannot be predicted using X . Therefore, variability
associated with ϵ also affects the accuracy of our predictions. This is known
as the irreducible error, because no matter how well we estimate f , we
cannot reduce the error introduced by ϵ.
Why is the irreducible error larger than zero? The quantity ϵ may con-

tain unmeasured variables that are useful in predicting Y : since we don’t
measure them, f cannot use them for its prediction. The quantity ϵ may
also contain unmeasurable variation. For example, the risk of an adverse
reaction might vary for a given patient on a given day, depending on
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FIGURE 2.4. A linear model fit by least squares to the Income data from Fig-
ure 2.3. The observations are shown in red, and the yellow plane indicates the
least squares fit to the data.

parameters. Assuming a parametric form for f simplifies the problem of
estimating f because it is generally much easier to estimate a set of pa-
rameters, such as β0,β1, . . . ,βp in the linear model (2.4), than it is to fit
an entirely arbitrary function f . The potential disadvantage of a paramet-
ric approach is that the model we choose will usually not match the true
unknown form of f . If the chosen model is too far from the true f , then
our estimate will be poor. We can try to address this problem by choos-
ing flexible models that can fit many different possible functional forms

flexible
for f . But in general, fitting a more flexible model requires estimating a
greater number of parameters. These more complex models can lead to a
phenomenon known as overfitting the data, which essentially means they

overfitting
follow the errors, or noise, too closely. These issues are discussed through-

noise
out this book.
Figure 2.4shows an example of the parametric approach applied to the

Income data from Figure 2.3. We have fit a linear model of the form

income ≈ β0 + β1 × education+ β2 × seniority.

Since we have assumed a linear relationship between the response and the
two predictors, the entire fitting problem reduces to estimating β0, β1, and
β2, which we do using least squares linear regression. Comparing Figure 2.3
to Figure 2.4, we can see that the linear fit given in Figure 2.4is not quite
right: the true f has some curvature that is not captured in the linear fit.
However, the linear fit still appears to do a reasonable job of capturing the
positive relationship between years of education and income, as well as the

[ISL, Figures 2.3 and 2.4] First figure shows the true function. Second
shows a linear fit for the training data using the function:
Income = β0 + β1 × education + β2 × seniority. Here, β0, β1, and β2
are the model parameters that are being learnt using training data.
Aside: Note that Y does not have a deterministic relationship with X.
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Supervised Learning: Summary and Notation
I Purpose: Estimating an output (called label or response) based on

one or more inputs (called predictors, features or attributes)
I Features/predictors/attributes: We will denote the predictors by X.

When it is a vector, its jth element will be denoted by Xj . The total
number of predictors will be denoted by d, which means 1 ≤ j ≤ d.

I Lets assume that we have n observations in the training dataset.
The value of jth predictor in the ith observation is denoted by xij .

I The values of predictors in a training dataset can be represented by
an n× d matrix

X =


x11 x12 . . . x1d
x21 x22 . . . x2d
...

...
. . .

...
xn1 xn2 . . . xnd

 . (1)

I Output/response: We will denote the response or output by Y . Its
value for the ith observation is denoted by yi.
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Regression vs. Classification

I A supervised learning problem is categorized as a regression problem
or a classification problem based on whether the response variable is
continuous or discrete.

I Regression: If we try to predict the income of a person with a
specific seniority and years of education, it is a regression problem.

I Classification: When the response variable is qualitative (or discrete),
the problem becomes a classification problem because the goal is to
put the observed response in one of the “classes”.
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Loss/Cost/Error Function

I L(y, ŷ): Penalizes errors in our prediction. In other words, this is the
penalty of predicting ŷ when the correct output is y.

I The choice of a loss function depends on whether we are doing
regression or classification. Two examples are:

I Regression: L(y, ŷ) = (y − ŷ)2.
I Classification: 0/1 loss function, where loss is 1 when ŷ 6= y and 0

otherwise.

I It is common to assume that error decomposes over the dataset,
which allows one to write the total loss over the dataset as:
1
n

∑n
i=1 L(y, ŷ).

I As we will see shortly, we need to be careful with the choice of the
loss function as well as how the performance is characterized.
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Model Selection
CHAPTER 5

0 Optimal Capacity

Capacity

E
rr

or
Underfitting zone Overfitting zone

Generalization gap

Training error

Generalization error

Figure 5.3: Typical relationship between capacity and error. Training and test error behave
differently. At the left end of the graph, training error and generalization error are both
high. This is the underfitting regime. As we increase capacity, training error decreases,
but the gap between training and generalization error increases. Eventually, the size of
this gap outweighs the decrease in training error, and we enter the overfitting regime,
where capacity is too large, above the optimal capacity.

models, such as linear regression. Parametric models learn a function described
by a parameter vector whose size is finite and fixed before any data is observed.
Nonparametric models have no such limitation.

Sometimes, nonparametric models are just theoretical abstractions (such as
an algorithm that searches over all possible probability distributions) that cannot
be implemented in practice. However, we can also design practical nonparametric
models by making their complexity a function of the training set size. One example
of such an algorithm is nearest neighbor regression. Unlike linear regression,
which has a fixed-length vector of weights, the nearest neighbor regression model
simply stores the X and y from the training set. When asked to classify a test
point x, the model looks up the nearest entry in the training set and returns the
associated regression target. In other words, ŷ = yi where i = arg min ||Xi,: �x||22.
The algorithm can also be generalized to distance metrics other than the L2 norm,
such as learned distance metrics (Goldberger et al., 2005). If the algorithm is
allowed to break ties by averaging the yi values for all Xi,: that are tied for nearest,
then this algorithm is able to achieve the minimum possible training error (which
might be greater than zero, if two identical inputs are associated with different
outputs) on any regression dataset.

Finally, we can also create a nonparametric learning algorithm by wrapping a
parametric learning algorithm inside another algorithm that increases the number
of parameters as needed. For example, we could imagine an outer loop of learning

112

[DL, Figure 5.3] Model complexity (capacity) vs. error.
I The goal is to make sure our learning algorithm works on the new

and unseen data. This is termed as generalization.
I We care about the generalization error as opposed to the training

error. This is why we cannot arbitrarily increase our model
complexity with the hope of getting “better” performance.

H. S. Dhillon 14/23



Why is Learning Hard?

Consider the following simple problem:
I Number of features: d
I Each feature takes a binary value: xij ∈ {0, 1}∀i, j.
I Each response variable is also binary: yi ∈ {0, 1}∀i.

How many mappings are possible for this setting? In other words, what is
the size of the hypothesis class: H = {h : {0, 1}d → {0, 1}}?

Answer: 22
d

. This is a huge number.

I Implication: Even if you have n training samples, we still have
2(2

d−n) unobserved mappings. Hopelessly large search space!
I There can be no learning if you do not assume something about the

function!
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Statistical Interpretation

I Setting: Let X ∈ Rd denote a random input/feature vector and
Y ∈ R a random output variable. We consider that (X,Y ) is
sampled from the joint distribution p(X,Y ).

I A useful way to think about the connection of this interpretation
with function approaximation is in terms of the following statistical
model for the joint distribution of X and Y :

Y = f(X) + ε,

where ε is a zero mean error term, which can be assumed to be
independent of X.

I This additive model is a useful approximation of the fact that we will
seldom have deterministic relationship between X and Y in our
datasets.

I Therefore, our objective is to estimate Ŷ = f̂(X).
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The Utility of Statistical Interpretation

I Setting: (X,Y ) ∼ p(X,Y ), where X ∈ Rd is the feature vector and
Y ∈ R a random output variable.

I Question: Given X, how do we predict Y ? In other words, we seek a
function h(X) for predicting Y given X.

I Lets consider squared loss function L(Y, h(X)) = (Y − h(X))2.
I Lets determine h(·) that minimizes expected prediction error:
E[(Y − h(X))2] = EXEY |X [(Y − h(X))2|X].

I It suffices to minimize this function pointwise:

h(x) = argmin
c
EY |X [(Y − c)2|X = x].

I The solution of this is h(x) = E[Y |X = x].
I This is also called the regression function.
I k-NN directly implements this.
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Summary

I A very brief introduction to the basics of machine learning.
I Defined machine learning and introduced types of ML algorithms.
I Introduced supervised learning through statistical and functional

approximation viewpoints.
I Discussed model selection briefly.
I Next lecture: Role of machine learning in communications.
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Note

I The following four slides were supposed to be covered in Lecture 1.
However, they were moved to Lecture 2 to limit the first video
recording to 1 hour. They fit within the scope of Lecture 2 as well.
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Binary Classification on an Unbalanced Dataset

I Lets assume that each point in our training set has a binary label.
I Assume further that one of the labels occurs very infrequently.

I Think of a signal detection problem assuming that the message is
transmitted very infrequently.

I In many such problems, it is more detrimental if we miss a signal
than if we detect a signal that was not there (false negatives are
more critical than false positives).

I Consider the classical example of a medical dataset.
I Assume that the binary label signifies whether a given patient has a

disease or not.
I It is really critical to detect correctly when a patient has that disease.

Otherwise, the treatment may get delayed.
I On the contrary, if we misclassify a healthy person as having that

disease, it is “relatively” easy to handle it (e.g., run more tests).
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Binary Classification - Choice of Loss Function

ŷ
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0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

tn
<latexit sha1_base64="+CA+0xI4ZmFiVuB0lb9qkNK/KRE=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2m3bpZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilTtbTEUE17ZcrbtWdg6wSLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjk01IvNTyhbEyHvGupohE3fja/d0rOrDIgYaxtKSRz9fdERiNjJlFgOyOKI7PszcT/vG6K4bWfCZWkyBVbLApTSTAms+fJQGjOUE4soUwLeythI6opQxtRyYbgLb+8Slq1qndRrd1fVuo3eRxFOIFTOAcPrqAOd9CAJjCQ8Ayv8OY8Oi/Ou/OxaC04+cwx/IHz+QMb5JAD</latexit> fp

<latexit sha1_base64="6JYc/NRN9XikZYID+zCs+KHxtas=">AAAB73icbVBNSwMxEJ3Ur1q/qh69BIvgqexWQY9FLx4r2A9ol5JNs21okl2TrFCW/gkvHhTx6t/x5r8xbfegrQ8GHu/NMDMvTAQ31vO+UWFtfWNzq7hd2tnd2z8oHx61TJxqypo0FrHuhMQwwRVrWm4F6ySaERkK1g7HtzO//cS04bF6sJOEBZIMFY84JdZJnaynJY6Sab9c8areHHiV+DmpQI5Gv/zVG8Q0lUxZKogxXd9LbJARbTkVbFrqpYYlhI7JkHUdVUQyE2Tze6f4zCkDHMXalbJ4rv6eyIg0ZiJD1ymJHZllbyb+53VTG10HGVdJapmii0VRKrCN8ex5POCaUSsmjhCqubsV0xHRhFoXUcmF4C+/vEpatap/Ua3dX1bqN3kcRTiBUzgHH66gDnfQgCZQEPAMr/CGHtELekcfi9YCymeO4Q/Q5w8Jmo/3</latexit>

fn
<latexit sha1_base64="+8Dmi8QskEP8AmxsfaoPRsRefuY=">AAAB73icbVBNSwMxEJ3Ur1q/qh69BIvgqexWQY9FLx4r2A9ol5JNs21okl2TrFCW/gkvHhTx6t/x5r8xbfegrQ8GHu/NMDMvTAQ31vO+UWFtfWNzq7hd2tnd2z8oHx61TJxqypo0FrHuhMQwwRVrWm4F6ySaERkK1g7HtzO//cS04bF6sJOEBZIMFY84JdZJnaynJY7UtF+ueFVvDrxK/JxUIEejX/7qDWKaSqYsFcSYru8lNsiItpwKNi31UsMSQsdkyLqOKiKZCbL5vVN85pQBjmLtSlk8V39PZEQaM5Gh65TEjsyyNxP/87qpja6DjKsktUzRxaIoFdjGePY8HnDNqBUTRwjV3N2K6YhoQq2LqORC8JdfXiWtWtW/qNbuLyv1mzyOIpzAKZyDD1dQhztoQBMoCHiGV3hDj+gFvaOPRWsB5TPH8Afo8wcGkI/1</latexit>

tp
<latexit sha1_base64="ekvRJv+DYBLjPBh6x0ELOdzbycY=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2m3bpbhJ3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUkS8iQIl7ySaUxVI3g7GtzO//cS1EXH0gJOE+4oOIxEKRtFKnaynFcFk2i9X3Ko7B1klXk4qkKPRL3/1BjFLFY+QSWpM13MT9DOqUTDJp6VeanhC2ZgOedfSiCpu/Gx+75ScWWVAwljbipDM1d8TGVXGTFRgOxXFkVn2ZuJ/XjfF8NrPRJSkyCO2WBSmkmBMZs+TgdCcoZxYQpkW9lbCRlRThjaikg3BW355lbRqVe+iWru/rNRv8jiKcAKncA4eXEEd7qABTWAg4Rle4c15dF6cd+dj0Vpw8plj+APn8wce7pAF</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit> ?

<latexit sha1_base64="mw1bJo/9DNp8DutHGImvRCvU1iE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexGQW8GvXhMwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGdzO/9YRK81g+mHGCfkQHkoecUWOl+k2vWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZUsaMld/T0xopPU4CmxnRM1QL3sz8T+vk5rw2p9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaVbK3kW5Ur8sVW+zOPJwAqdwDh5cQRXuoQYNYIDwDK/w5jw6L86787FozTnZzDH8gfP5A5EjjMc=</latexit>

?
<latexit sha1_base64="mw1bJo/9DNp8DutHGImvRCvU1iE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexGQW8GvXhMwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328mtrW9sbuW3Czu7e/sHxcOjpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGdzO/9YRK81g+mHGCfkQHkoecUWOl+k2vWHLL7hxklXgZKUGGWq/41e3HLI1QGiao1h3PTYw/ocpwJnBa6KYaE8pGdIAdSyWNUPuT+aFTcmaVPgljZUsaMld/T0xopPU4CmxnRM1QL3sz8T+vk5rw2p9wmaQGJVssClNBTExmX5M+V8iMGFtCmeL2VsKGVFFmbDYFG4K3/PIqaVbK3kW5Ur8sVW+zOPJwAqdwDh5cQRXuoQYNYIDwDK/w5jw6L86787FozTnZzDH8gfP5A5EjjMc=</latexit>

1
<latexit sha1_base64="TtIgPQprnJE4HSS++PuM3etxya8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptcvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPe+uMuQ==</latexit>

For the reasons that we already discussed, we may want to put a larger
loss for fn. Therefore, simply 0-1 loss function will not work in this case.
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Binary Classification - Measuring Accuracy

I Consider a dataset in which only 0.1% of patients have a disease
and the rest are healthy. Note that you can easily map this to the
signal detection problem as well.

I You propose an algorithm that gives a 99.5% accuracy. Accuracy
here is defined as the percentage of points that were correctly
classified.

I Is this a good algorithm?
I What about a trivial algorithm that predicts that no one has a

disease? In other words, ŷi = 0,∀i. What is the accuracy of this
algorithm?

I Why is this performing better than your algorithm?
I Takeaway: We need to be more careful with how we measure

accuracy.
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Binary Classification - ROC

R
a
te

tp
<latexit sha1_base64="9HCdtWuc/AX02wc9tOnRcWrseEw=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoZbEInkpSBT0WvXisYj+gDWGz3bRLd5OwOxFqyC/x4kERr/4Ub/4bt20O2vpg4PHeDDPzgkRwDY7zbZXW1jc2t8rblZ3dvf2qfXDY0XGqKGvTWMSqFxDNBI9YGzgI1ksUIzIQrBtMbmZ+95EpzePoAaYJ8yQZRTzklICRfLuaDZTE9wSYn0GS575dc+rOHHiVuAWpoQIt3/4aDGOaShYBFUTrvusk4GVEAaeC5ZVBqllC6ISMWN/QiEimvWx+eI5PjTLEYaxMRYDn6u+JjEitpzIwnZLAWC97M/E/r59CeOVlPEpSYBFdLApTgSHGsxTwkCtGQUwNIVRxcyumY6IIBZNVxYTgLr+8SjqNunteb9xd1JrXRRxldIxO0Bly0SVqolvUQm1EUYqe0St6s56sF+vd+li0lqxi5gj9gfX5AxdHk18=</latexit>

Ratefp
<latexit sha1_base64="C51X8LhuZMlqVWatgvSKXMbeK4w=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoZbEInkpSBT0WvXisYj+gDWGz3bRLd5OwOxFqyC/x4kERr/4Ub/4bt20O2vpg4PHeDDPzgkRwDY7zbZXW1jc2t8rblZ3dvf2qfXDY0XGqKGvTWMSqFxDNBI9YGzgI1ksUIzIQrBtMbmZ+95EpzePoAaYJ8yQZRTzklICRfLuaDZTE9wSYn4VJnvt2zak7c+BV4hakhgq0fPtrMIxpKlkEVBCt+66TgJcRBZwKllcGqWYJoRMyYn1DIyKZ9rL54Tk+NcoQh7EyFQGeq78nMiK1nsrAdEoCY73szcT/vH4K4ZWX8ShJgUV0sShMBYYYz1LAQ64YBTE1hFDFza2YjokiFExWFROCu/zyKuk06u55vXF3UWteF3GU0TE6QWfIRZeoiW5RC7URRSl6Rq/ozXqyXqx362PRWrKKmSP0B9bnDwHlk1E=</latexit>

1<latexit sha1_base64="TtIgPQprnJE4HSS++PuM3etxya8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptcvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPe+uMuQ==</latexit>

1<latexit sha1_base64="TtIgPQprnJE4HSS++PuM3etxya8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptcvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPe+uMuQ==</latexit>

(1, 1)
<latexit sha1_base64="DV5eQYbg03EPQqsGq6ruFsB/fXw=">AAAB7HicbVBNSwMxEJ3Ur1q/qh69BItQQcpuFfRY9OKxgtsW2qVk02wbms0uSVYoS3+DFw+KePUHefPfmLZ70NYHA4/3ZpiZFySCa+M436iwtr6xuVXcLu3s7u0flA+PWjpOFWUejUWsOgHRTHDJPMONYJ1EMRIFgrWD8d3Mbz8xpXksH80kYX5EhpKHnBJjJa/qXrjn/XLFqTlz4FXi5qQCOZr98ldvENM0YtJQQbTuuk5i/Iwow6lg01Iv1SwhdEyGrGupJBHTfjY/dorPrDLAYaxsSYPn6u+JjERaT6LAdkbEjPSyNxP/87qpCW/8jMskNUzSxaIwFdjEePY5HnDFqBETSwhV3N6K6YgoQo3Np2RDcJdfXiWtes29rNUfriqN2zyOIpzAKVTBhWtowD00wQMKHJ7hFd6QRC/oHX0sWgsonzmGP0CfPxkZjY8=</latexit>

(0, 0)
<latexit sha1_base64="jJTM9Svw/g6oTb0PZMECWA64ZDM=">AAAB7HicbVBNSwMxEJ3Ur1q/qh69BItQQcpuFfRY9OKxgtsW2qVk02wbms0uSVYoS3+DFw+KePUHefPfmLZ70NYHA4/3ZpiZFySCa+M436iwtr6xuVXcLu3s7u0flA+PWjpOFWUejUWsOgHRTHDJPMONYJ1EMRIFgrWD8d3Mbz8xpXksH80kYX5EhpKHnBJjJa/qXDjn/XLFqTlz4FXi5qQCOZr98ldvENM0YtJQQbTuuk5i/Iwow6lg01Iv1SwhdEyGrGupJBHTfjY/dorPrDLAYaxsSYPn6u+JjERaT6LAdkbEjPSyNxP/87qpCW/8jMskNUzSxaIwFdjEePY5HnDFqBETSwhV3N6K6YgoQo3Np2RDcJdfXiWtes29rNUfriqN2zyOIpzAKVTBhWtowD00wQMKHJ7hFd6QRC/oHX0sWgsonzmGP0CfPxYNjY0=</latexit>

(0.5, 0.5)
<latexit sha1_base64="/7lMjuNJFG+TgiijtVmpF840T6k=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahgpTdquix6MVjBfsh7VKyabYNTbJLkhXK0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut5NbWV1b38hvFra2d3b3ivsHTR0litAGiXik2gHWlDNJG4YZTtuxolgEnLaC0e3Ubz1RpVkkH8w4pr7AA8lCRrCx0mPZrVye2TrtFUtuxZ0BLRMvIyXIUO8Vv7r9iCSCSkM41rrjubHxU6wMI5xOCt1E0xiTER7QjqUSC6r9dHbwBJ1YpY/CSNmSBs3U3xMpFlqPRWA7BTZDvehNxf+8TmLCaz9lMk4MlWS+KEw4MhGafo/6TFFi+NgSTBSztyIyxAoTYzMq2BC8xZeXSbNa8c4r1fuLUu0miyMPR3AMZfDgCmpwB3VoAAEBz/AKb45yXpx352PemnOymUP4A+fzB9q2jns=</latexit>

ŷ = 0, 8y
<latexit sha1_base64="T61wkbxyfymRpB6SwpWKU/qIso0=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCCylJFXQjFN24rGAf0IRyM522QyeTMDMRYij+ihsXirj1P9z5N07bLLT1wIXDOfdy7z1BzJnSjvNtFZaWV1bXiuuljc2t7R17d6+pokQS2iARj2Q7AEU5E7Shmea0HUsKYcBpKxjdTPzWA5WKReJepzH1QxgI1mcEtJG69oE3BJ2l4yvnFHv9SALnOO3aZafiTIEXiZuTMspR79pfXi8iSUiFJhyU6rhOrP0MpGaE03HJSxSNgYxgQDuGCgip8rPp9WN8bJQeNrtNCY2n6u+JDEKl0jAwnSHooZr3JuJ/XifR/Us/YyJONBVktqifcKwjPIkC95ikRPPUECCSmVsxGYIEok1gJROCO//yImlWK+5ZpXp3Xq5d53EU0SE6QifIRReohm5RHTUQQY/oGb2iN+vJerHerY9Za8HKZ/bRH1ifP5/ulK8=</latexit>

ŷ = 1, 8y
<latexit sha1_base64="Jh0ddJsrkg7dWDeMbXaASe7xNj4=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEF1KSKuhGKLpxWcE+oAllMp22QyeTMDMRYij+ihsXirj1P9z5N07bLLT1wIXDOfdy7z1BzJnSjvNtFZaWV1bXiuuljc2t7R17d6+pokQS2iARj2Q7wIpyJmhDM81pO5YUhwGnrWB0M/FbD1QqFol7ncbUD/FAsD4jWBupax94Q6yzdHzlniKvH0nMOUq7dtmpOFOgReLmpAw56l37y+tFJAmp0IRjpTquE2s/w1Izwum45CWKxpiM8IB2DBU4pMrPpteP0bFResjsNiU0mqq/JzIcKpWGgekMsR6qeW8i/ud1Et2/9DMm4kRTQWaL+glHOkKTKFCPSUo0Tw3BRDJzKyJDLDHRJrCSCcGdf3mRNKsV96xSvTsv167zOIpwCEdwAi5cQA1uoQ4NIPAIz/AKb9aT9WK9Wx+z1oKVz+zDH1ifP6F9lLA=</latexit>

Flip a fair coin

Ideal classifier

Practical classifier

I Remember the dependence of Ratetp and Ratefp in a signal
detection problem on the signal detection threshold.

I The practical classifier curve is obtained by changing this threshold.
I This is called Receiver Operating Characteristics (ROC) curve and is

one of the standard tools used in machine learning to characterize
the performance of classifiers.
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